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9.1 Introduction

The nucleosome is the basic organizing unit of the genome in higher eukar-
yotes.1,2 It comprises two copies each of the core histone proteins H2A, H2B,
H3, and H4 in an octameric protein core around which 145–147 base pairs (bp)
of DNA are wrapped in almost two left-handed turns. The core histone pro-
teins have a globular part that comprises three well-structured a-helices and
long protruding N-terminal and H2A C-terminal tails. The tails extend from
the globular histone fold and lack a specific secondary structure. They can carry
multiple post-translational modifications like acetylation, methylation and
phosphorylation that represent important signals for controlling genome
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function.3–5 The four core histones (and their variant forms) are stably bound
to the DNA and have average residence times on the hour time scale.6 This
feature renders nucleosomal DNA partly inaccessible to other protein factors
and makes nucleosome positioning a regulatory element for DNA binding.7,8

In addition, access to the linker DNA between nucleosomes can be modulated
by folding the nucleosome chain into higher order structures. This effect has
been demonstrated experimentally by comparing linker DNA binding of pro-
teins to dinucleosomes with binding to a folded chain of 17 nucleosomes, which
showed a 50-fold difference in its accessibility.9

A central parameter of the nucleosome chain conformation is its degree of
compaction. The fully decondensed state is represented by an extended
nucleosome chain of B10 nm diameter. At physiological ionic strength chro-
matin fragments of 10 to 100 nucleosomes can reversibly fold into fiber struc-
tures that are referred to as 30 nm fibers according to their approximate
diameter.1,10–17 For this state the reported experimental determinations of its
very basic parameters like diameter or linear mass density show striking dif-
ferences, indicating that the 30 nm chromatin fiber can adopt different con-
formational states. Measurements of the fiber diameter yielded values that
varied between 20 and 45 nm for chicken erythrocyte chromatin and for fibers
reconstituted in vitro.18,19 Likewise, the linear fiber mass density given as the
number of nucleosomes per 11 nm fiber contour length varies from about 1–2
nucleosomes per 11nm chain length in yeast20 up to 10 or even 17 nucleosomes
per 11 nm fiber for fully compacted chains.19 Thus, despite the vast amount of
available data it remains a challenging task to decipher folding properties of the
nucleosome chain in dependence of the factors that govern its conformation for
a given set of conditions. As discussed in further detail below, crucial parameters
in this context are the spacing of nucleosomes referred to as the nucleosome
repeat length (NRL),21–23 the presence and type of linker histones,1,10,22 the ionic
conditions,24–28 and post-translational histone modifications.29,30 How these
parameters cause conformational transitions and regulate the accessibility of the
linkerDNAis an importantquestionof research in thefield. It canbeaddressedby
developing quantitative descriptions for modeling the nucleosome chain and
predicting its conformation. This task is further complicated by findings from a
number of recent studies arguing that the 30nm fiber does not persist within the
cell nucleus in an environment that is highly enriched with nucleosomes,31–35

which is in contrast to other observationsoffiber structures in thenucleus.1,14–17,36

Thus, we face the additional challenge to reconcile a potential preference for the
decondensed 10 nm chain conformation state within the cell with the vast
amount of evidence in favor of the formation of 30nm type fiber structures
with native and reconstituted chromatin fragments in vitro.1,10–13,37–40

In summary, a number of pertinent questions on the folding of the nucleo-
some chain remain to be elucidated. Since the nucleosome as the fundamental
building block of chromatin is known at atomic resolution and experimentally
well-characterized one approach is to develop coarse-grained descriptions for
the nucleosome and connecting linker DNA. Coarse graining can be conducted
on different length scales as depicted in Figure 9.1.
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Here, we will focus on the mesoscale regime of models that describe
conformation and other features adopted by chains containing up to 100
nucleosomes. A number of analytical approaches have been developed for this
regime as described for example in refs. 46–51. However, these are limited to
providing a static picture of the geometrically possible conformations of
nucleosome chains without evaluating their stability or dynamics. This short-
coming can be addressed by applying numerical methods to conduct computer
simulations for a given nucleosome chain. With these techniques the stability of
chain conformations and the effects from energy and entropy and solvent-
macromolecule interactions that determine their dynamics can be evaluated.
The numerical methods comprise three main approaches: In molecular
dynamics (MD) and Brownian dynamics (BD) simulations the time-dependent
structural fluctuations are investigated. In Monte Carlo (MC) simulations a
representative ensemble of configurations at equilibrium is obtained.
The MDmethod is a deterministic approach, in which Newton’s equations of

motion are solved numerically in small time steps to compute conformational
dynamics.52 Its main application to chromatin lies currently in simulations of
single nucleosome dynamics41,42,53–55 as well as histone tail-induced chain
folding as studied with coarse-grained nucleosome arrays.56–58 When the time
scale or size of the system of interest exceeds the available computational
resources an alternative approach is to conduct BD simulations.52,59 In these,
the solvent is modeled as a continuum that exerts frictional and random sto-
chastic forces on the particles. Thus, specific non-homogenous features of the

Figure 9.1 Chromatin models at different degrees of coarse graining. (A) Molecular
dynamics simulations of a single nucleosome at atomic resolution, as
conducted for example for studying unwrapping of nucleosomal DNA.41

(B) Molecular dynamics simulation of a nucleosome with beads that
represent protein residues and DNA nucleotides.42 (C) Monte Carlo
simulation of a chain with 12 nucleosomes.43 (D) Monte Carlo simula-
tion of a chromatin fiber with 100 nucleosomes.44 (E) Monte Carlo
simulation of human chromosome 3.45
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solvent as, for example, local ion-macromolecule interactions are not con-
sidered. From the MD and BD trajectories, the pathway of the conformational
rearrangements and their kinetics can be obtained, but they are expensive in
terms of computation time. This limits the size and complexity of the simulated
systems that can be studied.
If only information on the ensemble conformation and thermodynamic

properties of a system at equilibrium are needed, Metropolis Monte Carlo
(MC) approaches are sufficient and in general much faster.60–62 In these, a
representative ensemble of configurations at thermal equilibrium is computed
as described in further detail below. The MD and BD dynamics simulation
methods are complementary to MC in nature and lead to the same averages of
statistic quantities, given that the system under consideration is ergodic and the
same statistical ensemble is sampled.
In this review, we will focus on MC simulations since they are ideally suited

to investigate equilibrium features of the nucleosome chain in coarse-grained
models with comparatively moderate requirements of computing time. MC
simulations have been used successfully to investigate chain conformation,
mass density and stiffness,44,63–68 the contributions from nucleosome-nucleo-
some and histone-DNA interactions,21,69–71 the salt-dependent compaction of
the chain,72,73 the role of histone tails,43,74,75 and the effect of linker histone
binding.23,76 Here, we will discuss the implementation and application of MC
simulations for studying the properties of the nucleosome chain.

9.2 Experimentally Determined Features of the

Nucleosome Chain

Numerous experimental studies have characterized features of the nucleosome
chain. Since any theoretical description of nucleosome chain folding needs to be
critically evaluated against these experimental data it is important to under-
stand how they are derived and why some of them appear to be contradictory.
Accordingly, we will briefly discuss in the following the experimental variables
that need to be considered.

9.2.1 Experimental Systems

Native chromatin fiber fragments are typically isolated from cells by a partial
digestion with micrococcal nuclease (MNase). The length of nucleosome chains
isolated in this manner can be adjusted to enrich a certain fragment size but is
in general below 100 nucleosomes. The resulting chromatin fragments are
heterogeneous with respect to the DNA sequence (although approaches exist
to isolate fragments with defined DNA sequence),25,77,78 post-translational
histone modifications and the presence of non-histone proteins. Frequently,
chromatin was isolated from chicken erythrocytes since purification of rela-
tively large amounts is straightforward.24,25,79–85 Other studies characterized
native chromatin fragments from rat liver,38,85–87 bovine thymus88 or brain
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tissue,87 sea urchin sperm,89,90 yeast91 as well as immortalized mammalian cell
lines like HeLa.92,93

To study nucleosome chains of a defined composition nucleosome chains are
reconstituted.10,11,94–97 Typically, a gradient of decreasing salt concentration is
applied to deposit histone octamers and linker histones onto the DNA.98 The
in vivo chromatin assembly process involves histone chaperones and chromatin
remodelers, and results in a more regular spacing of nucleosomes around a
certain NRL.99 In contrast, the salt gradient reconstitution method leads to a
large variation of the distance between nucleosomes with natural DNA
sequences. Nucleosomes can be reconstituted at defined positions by using
arrays of high affinity binding sites for the histone octamer like the 5S DNA
repeat from sea urchin100 or the ‘‘601’’ sequence determined from an in vitro
selection of random DNA sequences101,102 to obtain equal distances between
nucleosomes. This technique results in a highly regular spacing for the in vitro
assembly that exceeds that of native chromatin.103,104

Thus, large variations between the experimental systems exist that need to be
considered when modeling the folding of the nucleosome chain into fibers or
other higher order structures. For example, chicken erythrocyte chromatin with
an NRL of 212 bp appears to represent a more repressive overall conforma-
tional state and is enriched with 30 nm chromatin fibers16 with a mass density of
about 6–7 nucleosomes per 11 nm fiber.24,79 It contains the avian-specific linker
histone type H5 instead of H1. Nucleosomes from chicken erythrocytes display
a characteristic stem-like structure in which H5 mediates the association of
the two DNA segments leaving the nucleosome core particle over a distance of
3–5 nm before the linker DNA diverges.79,81 It is unclear if this type or DNA
organization by linker histones is also present in chromatin from other sources.
In contrast, yeast chromatin has unusually short nucleosome repeat length
between 154 and 165 bp and no canonical linker histones but the functional
homologue Hho1p.105 It adopts a more decondensed conformation of
the nucleosome chain with a low mass density of 1.2–2.4 nucleosomes per
11 nm chain.20,91

9.2.2 Nucleosome Repeat Length

The NRL varies between species and cell type from 154 and 237 bp corre-
sponding to a DNA linker of 10–100 bp between two nucleosomes. For
example, NRL values of around 154 bp (B7 bp linker) in S. pombe, 165 bp
(B18 bp linker) in S. cerevisiae, 175 bp (B28 bp linker) in D. melanogaster and
C. elegans, and 185 bp (B38 bp linker) in H. sapiens,1,8,106 212 bp for chicken
erythrocytes1 and 237 bp in sea urchin sperm90 have been determined. The
distribution of spacer lengths is not random but follows a B10-bp periodi-
city,107 which closely resembles a helical turn of DNA (10.4 bp). Thus, certain
sterical requirements of nucleosome spacing appear to exist that need to be
accommodated in the higher-order folding of the chain. Furthermore, linker
histone knockout studies demonstrate a linear relationship between the ratio of
H1 per nucleosome and the NRL, with a lengthening of 37 bp being induced by
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the linker histone.12 In mammals, the typical NRL is around 200 bp but can
show large variations between tissues.1 The NRL can be determined from a
partial MNase digestion and subsequent analysis of the DNA length dis-
tribution by gel electrophoresis with an accuracy of 1–2 bp.1 These experiments
suggest that the region of regular nucleosome spacing that can be identified as a
set of distinct bands comprises less than B10 nucleosomes, which is consistent
with the results from genome-wide mapping of nucleosome positions.8,106,108

9.2.3 Variations in Protein Composition of Nucleosome Chains

9.2.3.1 Histone Modifications

Histones are subject to numerous post-translational modifications like acet-
ylation, methylation and phosphorylation, particularly at the unstructured
N-terminal tails. These modifications are set or removed in a dynamic manner
by specific enzymes that have been associated with various functions.3,4 Histone
modifications can serve as binding sites for protein domains that specifically
interact with the post-translationally modified histone state. For example,
chromo- and bromodomains recognize methylated or acetylated histones.5 A
number of experimental studies indicate that histone tails are important for
mediating internucleosomal interactions and the folding of the nucleosome
chain. Removal of the histone tails leads to some increase of nucleosome
flexibility and affects nucleosome-nucleosome interactions as well as the bind-
ing of other proteins to the nucleosome and/or its associated DNA.30,109–119 In
particular, acetylation of histone lysines can have a direct effect on the stability
of the nucleosome core particle, and on its higher-order interactions, since the
positively charged lysine is neutralized in the acetylated state.29,30,120–124

Likewise, also for methylation of histones125 or DNA126 a direct effect on the
nucleosome stability and interactions has been inferred from in vitro studies.
The N-terminal tails of H2B and H3 mediate internucleosomal interaction,

possibly by binding in the continuing groove of the DNA superhelix formed by
two stacked nucleosomes.116,117,127–130 The interaction of the H4 tail with the
acidic patch on the surface of H2A is particularly important for interactions
between nucleosomes. Accordingly, clipping off the H4 tail or its acetylation at
lysine residue 16 can strongly reduce the compaction of nucleosome
arrays.29,30,115,116,123

9.2.3.2 Histone Variants

The canonical core histones H2A, H2B and H3 can be replaced by variant
histones with different amino acid sequence. These substitutions can modulate
the folding of the nucleosome chain.131–133 In particular, variants of histone
H2A appear to significantly change nucleosome-nucleosome interactions via
the H4 tail.116,127,132,134 The canonical H2A core histone provides an acidic
patch that interacts with the positively charged H4 tail in the nucleosome
crystal structure.127,134 In contrast, the H2A variant H2A.Bbd lacks three
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acidic amino acids in this region, and its incorporation into the nucleosome
chain inhibits folding.132 On the other hand, the H2A.Z variant has an
extended acidic patch, which appears to favor nucleosome-nucleosome inter-
actions and chain compaction.133

9.2.3.3 Linker Histones and Other Chromosomal Proteins

The linker histone H1 is present in 5 isoforms (H1.1 to H1.5). In avian
erythrocytes its H5 variant is present while in yeast the Hho1p homologue is
found. Linker histones interact with the nucleosome and an additional B20
base pairs of flanking DNA to form a complex that is referred to as a
chromatosome.105,135–137 H1/H5 have a tripartite protein domain structure
consisting of a compact globular domain flanked by two highly positively
charged N- and C-terminal domains.138–142 The latter two are mostly
unstructured in the free protein and neutralize negative charges of the DNA
phosphate backbone.143,144 The effects of the linker histones on nucleosome
chain folding are complex and have been reviewed previously.12,38,140,141,145

Since a high-resolution structure of the chromatosome is missing, our current
view of the chromatosome is based on model structures for the interaction of
the linker histone and the nucleosome and flanking DNA.139,146–151 Based on
these structures and a large body of experimental studies the effects of linker
histones on chromatin conformation appear to originate from three major
contributions: (i) changes to the entry/exit angle of the DNA geometry at the
nucleosome146–150,152–154 (ii) neutralization of negative DNA phosphates by
positively charged linker histone residues,140,146,155 and (iii) an increase of the
NRL with linker histone stoichiometry.12

9.2.3.4 Other Chromosomal Proteins

In addition to the core, variant and linker histones, a number of non-histone
proteins are found in native chromatin and affect its structure. These archi-
tectural chromosomal proteins can both compact or open up chromatin:95,156

(i) Heterochromatin protein 1 (HP1) is involved in establishing and main-
taining the repressive state of pericentric heterochromatin.157–160 Its chromatin
binding properties depend on the methylation status of histone H3 at lysine
9 since the N-terminal chromodomain of HP1 interacts preferably with H3
histone tails that carry a K9me2/3 modification.161–163 (ii) Proteins with the
high mobility group (HMG) motif bind chromatin and are classified into the
HMGA,164 HMGB165 and HMGN166 groups. They can counteract linker
histone-mediated chromatin compaction (HMGN5), affect post-translational
histone modifications (HMGN and HMGB) and regulate nucleosome posi-
tioning (HMGB1, HMGN1 and HMGN2).167,168 (iii) MeCP2 binds nucleo-
somes and methylated CpG sites and compacts the nucleosome chain.169–171

(iv) The CTCF transcription factor has chromatin organizing activities, pre-
sumably by promoting the formation of DNA loops.172,173 (v) By electron
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microscopy, it was shown that core components of the polycomb repressive
complex 1 induce compaction of nucleosomal arrays.174 (vi) A number of recent
reports demonstrate that cohesin and condensin protein complexes not only
compact DNA in the mitotic chromosome but also act as organizers of the
higher order interphase chromatin structure.175,176

9.3 Protein-protein and Protein-DNA Interactions in

the Nucleosome Chain

9.3.1 Nucleosome-nucleosome Interactions

Nucleosome chain folding is driven by nucleosome-nucleosome interactions
that compensate for the unfavorable energetic terms for linker DNA bending/
twisting and its electrostatic repulsion as well as the decrease in conformational
entropy.21,67,72,177 At a concentration above 50mM salt, i.e. at the physiolo-
gically relevant ionic strength, this interaction becomes attractive as observed
by a variety of methods.1,178–180 Experimentally, the salt-depended folding of
the chain has been studied with both reconstituted nucleosome arrays,11,22,26

and native chromatin fragments.27,83,86 The strength of internucleosomal
interactions can be quantitated by force spectroscopy experiments.181–183 In
these a nucleosome chain is bound at one end to a solid support and is then
extended by pulling at the other end with forces in the range of 0.1 pN to 40 pN.
From the resulting extension a force-distance curve is obtained. These experi-
ments were conducted at physiological ionic strength for native chromatin
fibers from chicken erythrocytes182 as well as reconstituted nucleosome
arrays.181,183–186 The resulting values for nucleosome-nucleosome interaction
energies cover a rather broad range from 3.4 to 14 kBT with kB being
the Boltzmann constant and T the temperature for breaking this interaction or
2–8 kcal mol�1. These values are similar to those of �4 to �7 kcal mol�1 found
for typical unspecific protein-DNA interactions.187

9.3.2 DNA Interactions with the Histone Octamer Protein Core

Histone-DNA interaction maps with a B10-bp periodicity were derived from
the crystal structure of the nucleosome127,128 and from stretching experi-
ments.188–190 A total of 14 main interaction sites of protein and DNA at regions
where the minor groove faces inwards were identified. Each of these sites can be
considered as comprising two contacts separated by B5 bp between each of the
two individual DNA strands and the histone octamer as inferred from recent
molecular dynamics studies and force spectroscopy experiments.41,55,188 The
breaking of these contact sites at the DNA entry-exit site occurs spontaneously
and leads to partial DNA unwrapping. This process was studied both experi-
mentally and theoretically.55,191–196 Lifetimes of several seconds for the fully
wrapped state were reported that are interrupted by periods of a few tenths of
seconds during which up to 80 bp of nucleosomal DNA are unwrapped from
the histone octamer protein core.
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Force spectroscopy experiments of nucleosomal DNA unwrapping were
conducted to evaluate the interaction strength of DNA and histone protein
core.55,184,188,190,197–200 For a single nucleosome, the initiation of DNA
unwrapping was observed already at B3 pN.190,200 In contrast, no unwrapping
of nucleosomal DNA was observed below extension forces ofB5 pN for chains
with 25 nucleosomes.71,181,183 This points to a stabilization of the nucleosome
structure in the chromatin fiber. However, also for nucleosomes within a fiber
DNA unwrapping becomes significant at forces above B5 pN.201,202 In these
experiments, the outer turn (67 bp, 23 nm of DNA) dissociates first and more
easily than the inner DNA turn (80 bp, 27 nm).55,184,185,188,190,199,203 From the
force spectroscopy experiments and competitive protein binding experiments
values of 10 kBT,

190 15 kBT
191 and 20 kBT

184 were derived for unwrapping the
DNA of the outer turn. For subsequent unwrapping of the inner DNA turn an
energy barrier appears to exist71,184,188,190,204 that could be due to higher affinity
DNA histone interactions flanking the dyad axis.188,190

9.4 Chromatin Fiber Conformations

Numerous models for the fiber geometry have been proposed. These are based
on in vitro studies with native chromatin fragments and reconstituted nucleo-
some chains as well as on studies of chromatin in cells.1,14–17,19,37–40,134,205–208

The different fiber types can be classified according to their nucleosome
stacking as proposed previously.47 In this nomenclature the conformation is
described by two parameters [Nstack, Nstep]: These refer to the number of
nucleosome stacks Nstack and the step size between connected nucleosome
stacks Nstep.
An example is shown for a seven-start helix in Figure 9.2. Additional

parameters that characterize the fiber conformations are the orientation
nucleosomes to the helix axis (tilt angle), the position of the linker histone and
the degree of linker DNA bending.

9.4.1 Solenoid Fibers

The classical solenoid fiber model has a one-start [1,1] helical organization of
the chain, in which consecutive nucleosomes stack on top of each
other37,38,40,210 (Figure 9.3A). The interactions between nucleosomes adjacent
on the DNA require bending of the intervening linker DNA. This is energeti-
cally unfavorable and could be facilitated by association with linker
histones.18,27 Other solenoid models were proposed to allow a higher nucleo-
some density than 6–7 nucleosomes per 11 nm fiber as reported for the [1,1]
conformation.10,19,206 These are characterized by an interdigitation of nucleo-
somes between adjacent turns of the helix, but differ in the nucleosome tilt angle
with respect to the chromatin fiber axis.67 In the fiber conformations proposed
by Daban nucleosomes have high tilt angles of 40–601 forming [n,1] fibers with
n¼ 3–6.206
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Examples for a [6,1] conformation of this type are shown in Figure 9.3D,E
for two different NRLs. In the model from the Rhodes group the tilt
angle is B201 and the nucleosome stacking follows a zig-zag path, which
cannot be described in terms of nucleosome stacks10,19 (Figure 9.3B). The
high compaction ratios of interdigitated fibers were experimentally observed
in the electron microscopy study that identified two distinct structural classes
of fibers.19 For NRLs of 187–207 bp a diameter of 33–34 nm and a nucleosome
packing ratio of B11 nucleosomes per 11 nm fiber was measured. Longer
repeat lengths of 217–237 bp associated into thicker fibers with a diameter of
B44 nm and a linear mass density of B15 nucleosomes per 11 nm fiber.

9.4.2 Crossed-linker Fibers

In crossed-linker DNA chromatin fibers nucleosomes interact with each other
that are not adjacent on the nucleosome chain. This allows for straight linker
DNA with crossings in the interior of the fiber along a zig-zag path as in the
[7,3] and [7,4] conformations shown in Figure 9.2B and the two-start fibers
with straight linker DNA in Figure 9.3C and F. In these structures the fiber
diameter would be expected to depend linearly on the length of the linker
DNA.211 However, results on this issue are contradictory. An increase of dia-
meter with NRL was observed in two studies,211,212 while others reported no

(A) (B)

Figure 9.2 Classification of chromatin fiber structures by number of nucleosome
stacks and DNA linker path. (A) Side view of a chromatin fiber in a seven-
start helix conformation, i.e. the chain folds into seven nucleosome stacks.
(B) Top view of the seven-start helix from panel A for four different paths
of the linker DNA that is indicated by black lines. The nomenclature to
describe the four different types of fibers is that proposed by Depken and
Schiessel. The first number gives the nucleosome stacks and the second the
number of steps along the nucleosome stacks to reach the nucleosome that
is adjacent on the chain.47 The [7,1] conformation would correspond to a
solenoid fiber type, while [7,2], [7,3] and [7,4] have a crossed-linker DNA
path. The dashed line shows the linker DNA connection to the nucleo-
some of the next turn. The image has been adapted from reference.44
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change16,40 or an increase of the fiber diameter by B10 nm only between an
NRL of 207 bp and 217 bp.19

An experimentally well-established folding state is the crossed-linker DNA
two-start chromatin fiber conformation with stacking of nucleosomes i and
iþ 2 and adjacent nucleosomes connected by more or less straight linker DNA,
i.e. a [2,1] geometry.134,209,212,213 For this type of fiber the nucleosome

(A) (B) (C)

(D) (E) (F)

Figure 9.3 Geometric models and MC simulations of different chromatin fiber model
conformations. (A) Classical solenoid model37 with a one-start [1,1] helical
organization. The nucleosomal DNA is colored in light violet cyan and the
linker DNA in yellow (image from reference134). (B) Interdigitated sole-
noid model with low nucleosome tilt angle according to the model from
Robinson et al.19 (image from reference35). Alternating nucleosome pairs
are colored blue and yellow, and the nucleosomes at positions 1–7 of the
chain are indicated. (C) Two-start helix crossed-linker DNA fiber in [2,1]
geometry derived by extending the tetranucleosome crystal structure209

(image from reference35). The color coding is the same as in panel B.
(D)MC simulations of a [6,1] fiber conformation with relatively high
nucleosome tilt angles and different NRLs that are based on the con-
formation proposed by Daban.206 The left structure shows the initial
configurations and the right fiber is a representative conformation in
thermal equilibrium obtained after MC simulations.67 NRL¼ 189 bp,
linear mass density 7.6 nucleosomes/11 nm fiber, diameter 33 nm. (E)
Same as in panel D but for NRL¼ 207 bp. The initial fiber structure
transformed into a random aggregate at thermal equilibrium. This
aggregation is driven by the increased electrostatic repulsion of the longer
linker DNA. (F) MC simulations of two-start helix crossed-linker chro-
matin fibers with NRL¼ 16967 that mimics the conformation shown in
panel C is shown. The start structure (left) and a representative config-
uration at thermal equilibrium are shown. The simulations yielded linear
mass densities of 3.1 nucleosomes/11 nm fiber.

208 Chapter 9

http://dx.doi.org/10.1039/9781849735056-00198


orientations and path of the linker DNA can be derived from the crystal
structure of a tetranucleosome at 167 bp NRL and in the absence of linker
histones.209 The structure has a resolution of 9 Å, and was solved by molecular
replacement with the high-resolution nucleosome core structure determined
previously.128 The tetranucleosome structure can be extended into a continuous
fiber,209 the stability of which was investigated by Monte Carlo simulations.67

The resulting conformation at thermal equilibrium is in good agreement
with structures observed by electron microscopy for NRLs of 167 bp and
197 bp.22

9.5 Coarse-grained Representations of the Nucleosome

Chain

Molecular dynamics simulations with atomic resolution have been used to
explore the properties of individual nucleosomes.41,54,214,215 However, even the
simulation of only two nucleosomes in all-atom models is at the limit of what is
technically feasible at present. Accordingly, different levels of coarse graining
have been introduced to simulate nucleosome chains. In one approach, 5–20
atoms were integrated into ‘‘super atoms’’ to investigate dynamic features of a
single nucleosome.42 In so-called mesoscale models for polynucleosomes, big-
ger units like spheres or cylinders are used to describe several base pairs of
DNA or the nucleosomes. The actual degree of coarse graining depends on the
properties to be studied (Figure 9.1). Here, we focus on MC simulation studies
of nucleosome chains with 12 to 100 nucleosomes. These provided valuable
insight into a number of chromatin features.
To our knowledge, the first model that went beyond the purely static

geometric fiber models and accounted for the dynamic properties of the
nucleosome chain was that from Ehrlich et al. in 1997.216 The authors
investigated hydrodynamic parameters like the diffusion coefficient of the
nucleosome chain by computing Brownian dynamics trajectories for chains
with 2, 4 and 25 nucleosomes according to the two-angle conformation model
proposed by Woodcock et al.205 A few years later, Monte Carlo simulations
with similar coarse-grained models were first applied to model force
spectroscopy experiments69 to evaluate the contribution of nucleosome
electrostatics in a combined BD and MC study63 and to investigate the fiber
conformation in comparison with experimental data sets.64 Further devel-
opments and applications of MC simulations of nucleosome chains in sub-
sequent studies can be loosely classified according to their major goals of
(i) investigating the conformation of the chromatin fiber and its characteristic
parameters like diameter, linear mass density and persistence length,44,65–68

(ii) dissecting the energetics of nucleosome-nucleosome and histone-DNA
interactions21,70,71,217 and the salt-dependent chain compaction,57,72,73 and
(iii) determining the contribution of histone tails43,74,75 or linker histone
binding23,67,76,217 to the conformation.
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9.5.1 Coarse Graining

In the various mesoscale MC studies of nucleosome chains different descrip-
tions of coarse-grained protein and DNA components were used. By
accounting for the energy potentials that describe the interaction between these
units representative ensembles of configurations in thermal equilibrium can be
sampled with MC or BD protocols. For modeling a whole chromosome or even
complete genomes the degree of coarse graining is further increased, and seg-
ments that represent parts of a chromatin fiber are used as building blocks in
the model45,218 (Figure 9.1).

9.5.1.1 Basic Units

The nucleosome chain models are composed of elements that represent its
protein and DNA parts. The discretization of DNA into segments comprising
several base pairs is well established from studies with coarse-grained models of
DNA alone.219–221 A nucleosome is either described by a sphere,69,216 an
ellipsoid,64,65 a spherocylinder21,67,70,71 or in finer granularity by an ensemble of
smaller spheres.42,57,73–75,222 Modeling a nucleosome by a single sphere or
ellipsoid appears to result in unrealistic chain structures.21 To describe the
nucleosome properties in more detail it can be represented by a group of
smaller beads,42 for example, to consider the linker histone and core histone
tails explicitly in the model.23,43,74 Applying this approach increases the number
of interactions that have to be computed between individual units, and up to
now the largest chains described in this manner consist of 48 nucleosomes.23

For studying systems in the range of 100 nucleosomes and above more
coarse-grained descriptions of a nucleosome as a single unit have been
applied.21,44,64–68,70,71 For these models, the practical limit in terms of com-
putation time is currently at about 1000 nucleosomes or 200 kb of DNA as
discussed below.

9.5.1.2 Fiber Geometry

Units representing DNA, nucleosomes or nucleosome elements are referred to
as segments. The position of a segment i in the chain can be described by a
position vector ~pi, and a local coordinate system (~fi, ~ui, ~vi) with ~v¼~ui � ~fi. The
segment vector~si is defined by~si ¼~piþ1�~pi with the segment length bi¼ ~sij j and
~si ¼~ui � bi.219 To include the position and orientation of nucleosomes additional
geometric parameters are required. In the simplest model the overall structure
of the fiber is represented by two angles, a and b (Figure 9.4A).205 The para-
meter, a is the angle between incoming and outgoing DNA at the nucleosome
seen at the flat side of the nucleosome, while b is the torsion angle between two
adjacent nucleosomes. However, additional degrees of freedom exist. In our
own work the geometrical center of the nucleosome is determined by a distance
from the line connecting the attached DNA-segments and additional angles
that describe the orientation of the relative position vector and the orientation
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of the nucleosome relative to the segment (Figure 9.4A).44,67 A similar
approach was used by Schlick and coworkers (Figure 9.4B).43 The angles to
represent a certain chain geometry can be derived from comparison with
experimental data that contain information about the linker DNA topology, as
for example the tetranucleosome crystal structure.67,209

9.5.2 Interactions

The local elastic properties of the chain such as stretching, bending and torsion
are modeled by energy potentials between neighboring units.43,44 In addition,
non-adjacent segments may interact with each other: DNA experiences an
electrostatic repulsion due to its negatively charged phosphate backbone, and
for nucleosomes excluded volume effects and their interaction potential with
other nucleosomes and DNA need to be considered. The computation time for
the elastic energy contributions scales linearly with N as the number of seg-
ments. For the non-local energies the computation time scales with O(N2),
which can be reduced to O(N) by using cell structures.223

(A)

(B)

Figure 9.4 Two coarse-grained models used in MC simulations for the discretization
of the nucleosome chain. (A) Nucleosomes are modeled as single units
connected by DNA segments, with the indicated six angles describing the
orientation of the nucleosome relative to the DNA.44,67 (B)Model in
which the nucleosome is represented by a group of spheres.43 The position
of the DNA and the tails is described relative to the center of the
nucleosome. The linker histone and the tails (only one tail is shown
exemplarily) are modeled explicitly.
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9.5.2.1 Elastic Energies

The elastic interactions described are generally assumed to be harmonic, which
has been justified for DNA.221 Accordingly, the DNA stretching energy is
computed from the difference to the DNA equilibrium length and the DNA
stretching module. For calculating bending and torsion energies the three Euler
angles ai, bi, gi for the transformation of the local coordinate system of the bead
i to the next bead iþ 1 are determined. In this representation ai and gi are the
rotation angles around the segment vector, and bi is the rotation around the
orientation vector fi. Bending is computed from bi, and torsion is calculated
from the sum of ai and gi.

220 For some segments, e.g. at the entry of DNA in the
nucleosome, the equilibrium position of one segment to the next is intrinsically
bent in the relaxed state. The equilibrium direction ~Bi can be described by two
angles oi and xi.

~Bi ¼ ~fi sinoi cos xi þ~vi sinoi sin xi þ~ui cosoi ð9:1Þ

The degree of bending is the difference between ~Bi and ~Biþ 1. If the path of
the DNA around the histone core is not modeled explicitly, the twist introduced
by the geometric setup and the histone-DNA interactions between the two
neighbor segments must be considered. This is accounted for by an intrinsic
twist contribution, which is subtracted from the computed twist. The para-
meterization of the different elastic energy terms for the DNA can be derived
from single molecule experiments.221,224

9.5.2.2 Electrostatic Energy of the DNA

The electrostatic repulsion between DNA segments is due to the negative
charges of the phosphate backbone that are partly shielded by mobile ions of
the solvent. This potential can be described by the Poisson-Boltzmann-
equation or the Debye-Hückel-approximation. If segments are short, DNA-
charges can be represented by charged spheres with sufficient accuracy.44 For
longer segments, DNA can be described by line charges, and the electrostatic
interaction is obtained by integrating the solution of the Debye-Hückel equa-
tion for a point charge over two charged line segments.64,220,221

E
eð Þ
ij ¼

v2

D

Z
dli

Z
dlj

exp �krij
� �
rij

ð9:2Þ

In eq. (9.2), D is the dielectric constant of water, n the linear charge density, k
the inverse of the Debye length, and rij is the distance between the current
positions at the segments i and j with the corresponding integration parameters
li an lj. To reduce computation time, a table of the double integral can be used
in the implementation.220 For calculating the DNA charge, the linear charge
density n is chosen such that the potential at the radius of the DNA coincides
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with the solution of the Poisson-Boltzmann equation for a cylinder with
charge per length v�0. For DNA in the presence of the Gouy layer of confined
counterions, this parameter can be computed as v�0¼ qv0. In this relation,
n0¼�2e/D is the charge per length of the naked DNA, e is the proton charge,
and D¼ 0.34 nm is the distance between base pairs. As derived from experi-
ments of single DNA molecules under tension and torsion, the value of q is
0.42221 and not 0.73, which is the value for the effective charge of DNA in
an external field.225,226 To account for the presence of multivalent ions in
the solvent, e.g. Mg21 a modified Debye-Hückel-approximation was devel-
oped.43,227 Furthermore, distributions of mono- and divalent ions around the
nucleosome chain were calculated based on Poisson-Boltzmann theory.73

9.5.2.3 Nucleosome-nucleosome Interactions Potential

In the following, two methods are discussed in further detail for computing the
interactions between nucleosomes. In the DiSCO (Discrete Surface Charge
Optimization) model the nucleosome and the histone tails are represented by
smaller spheres,23,43,74 while the other approach uses a series expansion in
S-functions.21,44,67,70,228,229

The DiSCO-model describes the electrostatic field predicted by Poisson-
Boltzmann theory from a discrete set of Debye-Hückel charges. These are
distributed on the surface of the cylindrically shaped nucleosome.230 The level
of detail of the model was increased in later studies by including also the histone
tails.23,43,74 The nucleosomal core particle surface is modeled by B300 small
spheres with fixed relative location, and the tails are represented by spheres
located on a flexible line. For these spheres the electrical charge is computed
based on the atomic structure.127 The interaction between two nucleosomes
described in this manner is computed by the Debye-Hückel-potential similar to
that used for DNA, as discussed above. Additional excluded volume and
attractive forces between nucleosomes are accounted for via 12-6 Lennard-
Jones potentials.43 This approach provides a detailed representation of the
electrostatic interactions including the dynamics of the tails. However, for each
pair of nucleosomes in a given chain conformation the Debye-Hückel potential
between the B300 charges of each nucleosome plus the associated Lennard-
Jones potentials have to be calculated.
An alternative computationally less expensive method approxi-

mates nucleosome-nucleosome interactions via a series expansion in S-
functions.21,70,228,229 This yields a 12-6 Lennard-Jones potential that is shifted
depending on the relative orientation of two nucleosomes.

U ô1; ô2; ~rð Þ¼4e ô1; ô2; r̂ð Þ s0
~rj j�s ô1; ô2; r̂ð Þþs0

� �12

� s0
~rj j�s ô1; ô2; r̂ð Þþs0

� �6
" #

;

ð9:3Þ

In eq. (9.3) ô1 and ô2 are unit vectors defining the orientation of the particles,
~r is the vector of the distance of the particles and s0 scales the potential width.
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The potential strength e and range s parameters depend on the orientation and
center-to-center difference vectors of two nucleosomes, and define the aniso-
tropy of the potential. The dependency of e and s is described by a series
expansion in S-functions, which are based on Wigner 3j-symbols.228,229 Current
models use a third order series expansion for particles with rotational sym-
metry.21,70,229 The expansion coefficients for the strength and range are
responsible for the dimension of the nucleosome shape and for the ratio of the
energy strength between differently oriented nucleosomes (e.g. top-on-top and
side-by-side), respectively. While the range coefficients reflect the dimensions of
the nucleosome (width 11 nm, height 5.5 nm), the strength expansion coeffi-
cients are typically chosen in order to yield a ratio of 1/12 between side-by-side
and top-on-top oriented nucleosomes. The parameterization and the shape of
the potential can easily be redefined to evaluate other geometric dependencies,
or to include additional nucleosome features. The series expansion approach
allows for an efficient computation of nucleosome-nucleosome interactions that
becomes relevant for simulations of larger systems.

9.6 MC simulations of Nucleosome Chains

9.6.1 General Considerations

A simulation using a Metropolis MC protocol samples a statistically repre-
sentative ensemble of configurations in thermal equilibrium that follows a
Boltzmann distribution.60–62 Starting with an arbitrary configuration a Markov
chain of new configurations is derived iteratively. The generation of one con-
figuration based on the preceding configuration is called an MC step. The
energy of the new configuration is computed as described in Section 9.5.2. If the
energy difference DE between the new and the preceding configuration is less or
equal zero the new configuration is accepted. In case that the new configuration
is energetically less favorable, it is only accepted if e�DE=kBT4z with kB being the
Boltzmann constant, T the temperature and a random value of z 2 0; 1½ Þ.
Otherwise, it is rejected. The configurations generated before equilibrium is
reached are usually omitted from further analysis. Since in one MC step only
parts of the chain are modified, successive conformations are correlated. This
correlation needs to be considered to evaluate the significance of the results, and
to compute correct error bars. Accordingly, for a given parameter like mass
density or end-to-end-distance its correlation length lc in terms of MC steps is
computed. Two configurations separated by 2 � lc can be considered as being
uncorrelated. This number typically has a linear relation to the number of beads.

9.6.2 Monte Carlo Moves

For fully exploring the conformational space of the coarse-grained nucleosome
chain, suitable MC moves are needed. These originate from simulations of
polymers, and comprise so-called pivot, rotation, crank-shaft, segment length
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variation, local translation and rotation moves (Figure 9.5): (i) The pivot move
rotates a terminal subchain part231,232 (Figure 9.5A). A segment of the linear
chain is selected randomly. In the next step, an arbitrary rotation axis is selected
and the following segments are rotated around this axis by an angle chosen
randomly from a given interval. (ii) For the rotation move a segment is chosen
randomly, and a rotation axis is defined by the position of the preceding seg-
ment and the position of the subsequent segment233,234 (Figure 9.5B). The
chosen segment is rotated around this axis by a random angle within a given
interval. (iii) The crank-shaft move is an extension of the rotation move.235–237

Here, an entire subchain section is rotated (Figure 9.5C). From a randomly
chosen start segment a defined number of segments is rotated around the axis
spanning from the first bead to the last bead by an angle selected randomly
within a given interval. This move is mostly used with different section lengths
within a single simulation in order to produce movements at different scales.
(iv) The local translation moves a single randomly chosen segment in a random
direction by a randomly chosen distance from a given interval43 (Figure 9.5D).
(v) In local rotation moves a selected segment is rotated around a randomly
chosen axis by a random angle out of a given interval43 (Figure 9.5E). (vi) The
segment length variation alters the length of a single randomly selected chain
segment by a distance randomly chosen from a given interval71 (Figure 9.5F).
For nucleosomes, this move alters the distance d between the DNA entry and
exit site (Figure 9.4A), while DNA segments are varied in their length. Intervals
of the different moves are chosen to minimize the correlation length of

(A) (B)

(C) (D)

(E) (F)

Figure 9.5 Schematic representation of the MC moves applied in different studies.
(A) Pivot move. (B) Rotation move. (C) Crank-shaft move. (D) Local
translation. (E) Local rotation. The vectors describing the orientation of a
segment are shown. (F) Segment length variation.
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subsequent configurations. This is typically achieved, if the acceptance rate is in
the order of 50% for moves acting on single beads and 10–30% for moves
acting on multiple beads. For the simulations that include explicit descriptions
of the histone tails, the tails are sampled using an additional special MC move
called tail regrowth.43,74

9.6.3 Reaching Thermodynamic Equilibrium in the MC

Simulations

Upon increasing the strength of nucleosome-nucleosome interactions, the
energy barriers for significant conformational changes become higher as
nucleosomes tend to stick together. Once the configuration has reached a local
minimum, the probability to accept a new configuration is very small and the
system becomes trapped in this region of the state-space. Thus, thermal equi-
librium is not reached, and the results represent only a non-representative sec-
tion of the state-space.21 Different ad hoc approaches were developed in order to
avoid this problem.65,70 A systematic approach to address this issue is based on
feedback-optimized replica exchange.21,238 In the first step a single configuration
is simulated, starting with a high temperature. In a so-called simulated annealing
step the temperature is decreased in small increments until the desired tem-
perature is reached. The result of the simulated annealing process is used as
input for the third step, where N systems are computed in parallel using stan-
dard Metropolis MC in which each replica has a different temperature. After a
certain number of MC steps temperatures between neighboring replicas are
swapped with a probability weighted by the energy difference between the sys-
tems – similar to the Metropolis criteria. Thus, the replicas are heated up and
cooled down randomly and allowing them to escape from local minima. This
approach generates an ensemble that follows a Boltzmann distribution.239,240 In
practice, the choice of an appropriate set of temperatures is difficult. With a so-
called feedback optimized approach a viable set can be generated in a repro-
ducible manner.238 For configurations with an internucleosomal interaction
strength of 9 kBT or more a plain Metropolis MC protocol is no longer suitable,
whereas the replica exchange method generates good results.21

9.7 Effect of Protein-protein and Protein-DNA

Interactions on the Folding of the Nucleosome Chain

9.7.1 Orientation Dependence and Shape of Nucleosome-

nucleosome Interactions

Several experimental findings indicate that the stacked alignment of two
nucleosomes provides the most favorable conformation at physiological salt
concentrations (Figure 9.6). This is inferred from nucleosome crystal struc-
tures,209,241 studies of nucleosome liquid crystals,242 electron microscopy
observations,22,134,243 and the nucleosome nearest neighbor distance
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distributions determined by atomic force microscopy.120,244 In addition to the
stacked orientation, some favorable interaction energies may also be provided
by histone octamers and nucleosomes that interact in a side-by-side orienta-
tion242,245,246 (Figure 9.6). This type of associations is also observed for
salt-dependent fiber-fiber interactions.40,116–118,123,129,247 Both the stacked as
well as the perpendicular/side-by-side interactions are critically dependent on
histone tails as mentioned above.

9.7.2 The Strength of Nucleosome-nucleosome Interactions

Force spectroscopy studies provide a wealth of information on chromatin fiber
features like their mechanical/elastic properties, stability and conformation/
shape. Unfortunately, the available analytical descriptions do not provide the
level of detail required to fit the experimental data sets appropriately and/or to
faithfully extract parameters like the nucleosome-nucleosome interaction
potential from them. Furthermore, the experimentally determined nucleosome
interaction energies cover a rather broad range from 2kcalmol�1 in native
chromatin fibers182 to 8 kcalmol�1 for reconstituted nucleosomal arrays183 as
mentioned above. Some insight on these observations can be obtained from
MC simulations.66,69,71,217 As discussed in reference71 the large range of values
is likely to reflect to which degree specific features of a given nucleosome chain
allow for the establishment of optimal interactions between nucleosomes, as
well as the solution environment studied. Thus, parameters like the average
NRL, the regularity of nucleosome spacing as well the presence of linker

Figure 9.6 Estimated orientation dependence of nucleosome-nucleosome interaction
potential. The interaction energy is shown as a function of the center-to-
center distance r for differently oriented nucleosome pairs according to a
potential used in coarse-grained computer simulations (scheme adapted
from reference177). Interaction energies vary with distance r and have been
parameterized in this example to reach about 14.6 kJmol�1 (stacked
nucleosomes), 0.5 kJmol�1 (perpendicular) and 1.2 kJmol�1 (side-by-side)
at the optimal distance.
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histones and divalent cations will be translated into differences in the effective
nucleosome-nucleosome interactions. Under conditions where interactions
between nucleosomes are optimal the attractive energies of up to 8 kcalmol�1

are significant and similar to that of unspecific binding of a protein to DNA.
However, constraints imposed by the DNA linker and/or the local nucleosome
geometry may counteract a favorable alignment. This can render the effective
nucleosome-nucleosome interaction energy insufficient to establish a compact
chromatin fiber-like structure. For example, it was shown that the unfavorable
electrostatic repulsions and DNA bending/twisting energies of a B60 bp long
linker DNA (NRL¼ 207 bp) reduced the favorable contribution of nucleo-
some-nucleosome interaction to an effective value of B2 kBT in the absence of
linker histones and divalent cations.67,71 Open structures with low fiber mass
density form in these simulations that are similar to those observed by electron
microscopy images for nucleosome arrays without linker histones.22

9.7.3 Contributions of Histone Tails to Nucleosome-nucleosome

Interactions

Modeling studies indicate that histone tails are important for mediating
internucleosomal interactions and the folding of the nucleosome chain.74,248

The results indicate that the positively charged tails neutralize negative phos-
phate charges of the DNA backbone and promote interactions between
neighboring nucleosomes.43,116,117,249,250 The contribution of the histone tails to
nucleosome-nucleosome interactions is significant. In a theoretical study it was
concluded that acetylation of a single H4K16 can reduce its value by almost
2 kBT.

248 From comparison of complete nucleosomes and those with trypsi-
nized tails interaction energies of 2 kBT

251 and 5–10 kBT
113 were derived. When

considering the results from computer simulations a total tail contribution of
B5 kBT to the nucleosome-nucleosome interaction energy seems to be a rea-
sonable estimate.248,252

9.7.4 Salt Dependence

The salt-dependent compaction of the nucleosome chain was experimentally
studied in dependence of the chain length for samples with 2 to B60 nucleo-
somes by measuring hydrodynamic parameters like the sedimentation coeffi-
cient and the diffusion coefficient for samples from rat liver nuclei,86,87 chicken
erythrocytes,82,83 nuclei from bovine thymus,88 HeLa cells93 and reconstituted
nucleosome arrays.11,22,26,253 The expected dependence of the sedimentation
coefficient s on the molecular weightM of the fiber is sp lnM for short rodlike
shapes and spM1/2 for longer chains that are in a wormlike coil conformation
with deviations of the exponent from 1/2 reflecting excluded-volume effects.67

From these studies several findings are noteworthy: (i) Polynucleosomes as well
as short trinucleosome samples display a significant compaction at con-
centrations above 30 to 40mM monovalent ions.83,86 This reflects a transition
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from the decondensed 10 nm chain to the 30 nm fiber conformation that is
driven by an increased strength of the nucleosome-nucleosome interactions in
the physiological concentrations. (ii) Divalent ions like Mg21 at typical con-
centrations of 1–3mM seem to be particularly effective in inducing chain
compaction.22,253 (iii) An additional favorable electrostatic contribution is
provided by binding of linker histones.10,22,140,146,155

These complex electrostatic effects are not fully accounted for in
many coarse-grained models that are parameterized to provided appropriate
interaction energies only for a solution environment of 0.1M monovalent
salt, e.g. reference.21,67 However, more elaborate models account explicitly
for salt-dependent surface site charges and the electrostatic energy between
DNA-linkers and nucleosomes. In the corresponding MC simulations the
experimentally observed compaction behavior is reproduced.72 Raising the
salt concentration from 10mM to 100mM decreased the repulsion between
DNA-linkers and increased the attraction energy between nucleosomes for a
12mer array with a total energy difference of 54 kcalmol�1 for a 12 nucleosome
array (equivalent to 2.7 kBT per nucleosome) in the simulations. The associated
conformational changes from an extended chain with 27 S at 10mM salt to 40 S
in the compacted state at 200mM were in good agreement with experimental
results.26 This approach was recently extended to account for the contribution
of divalent ions and linker histones in combination with monovalent salt.43,73

Arrays of 12 and 24 nucleosomes were sampled in MC simulations to compute
the ion distribution and conformation of the chain. An alternative approach to
MC simulations are coarse-grained MD simulations of nucleosome arrays
investigating the effect of ions and histone tails to modulate electrostatic
interactions and to induce chain folding.56–58

9.8 The Effect of Nucleosome Positioning and Local

Geometry on Chain Conformation

9.8.1 Effect of DNA Linker Length on the Chromatin Fiber

Conformation

The effect of the linker DNA length and entry-exit angle on fiber formations
was investigated for two conformations: a crossed-linker chain with [2,1] and
an interdigitated [7,3] geometry. To account for the helical twist of the DNA,
the torsion angle of the DNA linker was changed by 361 per base pair. The
results revealed a large dependency of the fiber compaction on the linker DNA
length (Figure 9.7). Increasing the NRL reduced fiber compaction, while the
opening angle had only a moderate impact over the range of values studies. A
similar 10-bp periodicity was also found for the model of chicken erythrocyte
chromatin type fibers that adopted right-handed [3,1] fiber conformations for
NRLs of 202 and 212 bp, while for NRLs of 206 and 216 bp, more open
left-handed [2,1] fiber conformations were detected.21 It is noted that both
geometries display a 10-bp periodicity for the peaks of the linear mass density,
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which is consistent with the distribution of NRLs found in natural
sequences.107

9.8.2 Transitions between Fiber Conformation

The results reviewed here clearly demonstrate that the nucleosome chain is
polymorphic and can organize into a variety of conformations. These states are
determined by the positioning of nucleosomes along the DNA (both with
respect to the spacing regularity and separation distance), the protein compo-
sition of the chromatin fragment (histone variants, presence/type of linker
histone, other architectural proteins) as well as post-translational histone
modifications. Relatively small variations of these parameters can induce
changes of the local nucleosome geometry that translate into large scale

(A) (C)

(B) (D)

Figure 9.7 Dependence of the mass density on the NRL and local nucleosome geo-
metry (adapted from ref. 67). A crossed-linker [2,1] and an interdigitated
[6,1] fiber geometry with high nucleosome tilt angles are compared. Each
data point represents the mean value of the equilibrium ensemble. (A) [2,1]
fiber. (B) [6,1] fiber. (C) Comparison of [2,1] and [6,1] fibers for entry-exit
angles of 351 and 117.51, respectively. (D) Configurations from the indi-
cated points for the [6,1] fiber data shown in panel C illustrate the
observed fluctuations in mass density for NRLs of 186 bp (#1), 191 bp
(#2), and 197 bp (#3).
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rearrangements of the overall chain conformation. An example for such a
conformational transition as studied by MC simulations is given in Figure 9.8.
Two local nucleosome geometries, one without and one with bound linker
histone H1 are considered. In the latter, H1 induces a change in the con-
formation of the DNA at the nucleosome entry-exit sites and neutralizes DNA
phosphate charges from about 20 bp of linker DNA. If H1 is missing an open
[2,1] fiber conformation is observed in the MC simulations for a local
nucleosome geometry that mimics the one found in the tetranucleosome crystal
structure (Figure 9.3C, F) but with an NRL extended to B189 bp. In this open
state, other protein factors could easily access most of the linker DNA. Upon
binding of H1 the local geometry of the DNA at the nucleosome entry-exit is
changed as depicted in the coarse-grained model (Figure 9.8). As a result, a
different folding of the chain into a [6,1] fiber is induced. This conformation has
a higher linear mass density and the linker DNA becomes located in the interior
of the fiber so that binding of other factors to this part of the DNA is impeded.
Thus, the observed changes of nucleosome chain compaction over a B10fold
range from 1–2 nucleosomes per 11 nm in a very open conformation20 up to
17 nucleosomes per 11 nm fiber if fully condensed19 could regulate linker

Figure 9.8 Model for chromatin fiber compaction induced by changing the local
nucleosome geometry via binding of linker histone H1. A coarse-grained
model of a chain with 100 nucleosomes was subjected to Monte Carlo
simulations. The putative change of the DNA geometry due to binding of
linker histone H1 at the DNA entry-exit site of the nucleosome leads to a
compaction of the chain into a condensed fiber structure with a diameter
of about 30 nm.67
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DNA access for other protein factors. This effect has been demonstrated in
experiments that reveal large differences for the binding of protein factors to a
folded and unfolded 17mer nucleosomal array.9

9.8.3 Systematically Exploring the Conformation Space with

MC Simulated Phase Diagrams

For the crossed-linker DNA fiber family conformations with [3,1], [5,2] and
[7,3] geometry were proposed,47,51,254 which suggests a potentially high con-
formational variability. However, the range of geometrically possible structures
needs to be evaluated in terms of their stability. One approach to systematically
search for low energy fiber conformations is illustrated in Figure 9.9.44 An
energy-minimized phase diagram based on the [2,1] fiber conformation derived
for chicken erythrocyte chromatin fibers by Woodcock and coworkers79,205 is

Figure 9.9 Phase diagram for energy minimized crossed-linker fibers with a nucleo-
some stem structure. The initial structure was parameterized to fit the data
of native chromatin of chicken erythrocytes with an NRL of 212 bp.79,205

This corresponds to fiber #1. The local geometry of the nucleosome was
changed by varying the initial values of linker DNA torsion angle b and
the opening angle c of the DNA for its entry-exit site at the nucleosome,
and then minimizing the energies of the resulting structures. Within the
conformational space explored in this manner, distinct subgroups of fiber
conformations can be identified that vary in their stability as reflected by
the color-coding. Stable conformations comprised [2,1] fibers (#1–3), a
[3,1] fiber (#4) as well as [n,1] fiber conformations with n43 (fibers #5, 6,
8, and 9). White regions indicate sterically impossible conformations. The
red contour line marks the border between sterically possible and
impossible conformations in the initial structures, i.e. without allowing
linker DNA bending and twisting. The image is from reference.44
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shown. By systematically varying the local nucleosome geometry a number of
additional fiber structures could be identified that were stable in the computer
simulations.44

9.8.4 Resolution of the Chromatin Fiber Structure

Studies of fiber structures in vitro are typically conducted with short fragments
(o100 nucleosomes) at nucleosome concentrations in the 1 mM range.19,134

However, the nucleus represents an environment that is highly enriched with
nucleosomes and DNA. Nucleosome concentrations during the interphase of
the cell cycle are estimated to vary between 60–450mM during interphase and
can reach B1.2 mM in the mitotic chromosome.255 Under these conditions the
30nm fiber conformation might resolve into a ‘‘sea of nucleosomes’’.31–35

Alternatively, more irregular and aggregate-like structures could form where
nucleosomes from distant parts or from other chromosomes would intermingle.
These nucleosome-nucleosome interactions in cis and in trans become more
favorable as the nucleosome concentration is raised and the chain length is
increased, which will facilitate its back-folding. Technical improvements of MC
simulations make it possible to compute realistic ensembles of nucleosome
chains with up to B1000 nucleosomes on the time scale of weeks on current
multiprocessor computer systems. The influence of chain length in conjunction
with strength and geometry of the internucleosomal interaction potential on the
spatial organization of the fiber is illustrated in Figure 9.10. At a maximal
interaction energy of Emax¼ 6 kBT (corresponding to an effective average energy
of EeffB3.5kBT) arrays of 100 nucleosomes always formed fiber structures for
the local nucleosome geometry used in these simulations, while chains with 250
nucleosomes displayed already some tendency to fold back (Figure 9.10A). This
effect was enhanced when further extending the chain to 500 nucleosomes and/
or increasing the value of Emax to 12 kBT (Figure 9.10B). Another factor that
will promote chain back folding or formation of aggregation is the ratio of the
lateral to the perpendicular maximum internucleosomal interaction strength
(Figure 9.6). When this parameter was decreased to 1 to 5 as opposed to the
standard value of 1 to 10 the chains folded into more compact structures (Figure
9.10C). Such a modulation of the orientation dependence of the nucleosome
interaction potential could be induced in vivo via the binding of other chro-
mosomal proteins or histone modifications as discussed above.

9.9 Perspectives

The nucleosome chain represents a highly complex, dynamic and polymorphic
supramolecular system. While the structure of its basic building block, the
nucleosome, is known at atomic resolution, the conformational flexibility of the
nucleosome chain that exists even for homogenous samples in conjunction with
variations in protein composition and post-translational histone modification
found in native chromatin is incompatible with a high resolution structure
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analysis beyond that of a few nucleosomes. MC simulations are ideally suited
to address the need for characterizing the folding of the nucleosome chain since
they derive a representative ensemble of conformations that reflects the con-
formational flexibility of the nucleosome chain according to the distribution

(A)

(C)

(B)

Figure 9.10 Resolution of a 30nm chromatin fiber in dependence of the nucleosome-
nucleosome interaction potential and chain length. All structures are
computed with a simulated annealing step and subsequent replica
exchange MC simulations of B107 simulation steps. (A) At a maximal
interaction energy of Emax¼ 6 kBT (corresponding to an effective average
energy of EeffB 3.5kBT) 100 nucleosome arrays always formed fiber
structures while chains with 250 nucleosomes displayed some tendency to
fold back. (B) Fibers with 500 nucleosomes always displayed some higher
order folding. This feature became more pronounced when increasing the
value of Emax from 6 to 9kBT (C) The ratio of the lateral to the perpen-
dicular maximum internucleosomal interaction strength was decreased to
1 to 5 as opposed to 1 to 10 in panel B (see Figure 9.6). For the higher side-
by-side interactions the chains fold into more compact structures.
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obtained at thermodynamic equilibrium. They allow it to take advantage of our
detailed and increasing knowledge of the nucleosome in all its variant forms as
the building block of chromatin to evaluate the resulting differential organi-
zation of the chromatin fiber. To further investigate the potentially large impact
of the nucleosome chain conformation to regulate DNA access and associated
molecular biological processes in MC simulations a number of issues need to be
addressed: (i) The conformation(s) and effects of linker histone binding to the
nucleosome and associated linker DNA remains to be determined. Currently, a
number of largely different model structures have been proposed,139,146–151

which translate into very different conformations when extended into fiber
structures. (ii) The strength of the nucleosome-nucleosome and its dependence on
the spatial orientation of interacting nucleosomes has to be determined more
precisely. Important information has been obtained from the analysis of single
force spectroscopy and other experiments (see section 9.3 and 9.7). However, a
direct approach to measure the distance and orientation dependence of the
interaction between two nucleosome core particles would be a valuable con-
tribution to parameterize this potential in MC simulations as discussed in the
context of Figures 9.6 and 9.10. (iii) It will be necessary to extend current
experimental in vitro studies aswell as their simulations tomuch larger nucleosome
chains and/or higher nucleosome concentration. As discussed in section 9.8.4, this
will provide information on nucleosome chain organization in an environment
that is more similar to that encountered in the nucleus. (iv) Currently, much
progress is made in experimental studies to identify different functional chromatin
states and characterize these states in terms of protein composition and histone
and DNA modifications.256–258 It will be a new challenging task to integrate the
chromatin states defined in this manner into chromatin models and investigate
their conformational and thermodynamic features in numerical simulations.
Advancements in these four areas will be crucial to improve coarse-grained
nucleosome chain description and advancing the application of MC simulations
of chromatin. We expect these developments to lead to a more comprehensive
quantitative description of nucleosome chain folding to understand its organiza-
tion and function in vitro as well as in the cell nucleus.
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